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Setting up your Big Data system

(€ Hadoop
I > 100+ tunable parameters
I obscure and interrelated

Amapred.map/reduce.tasks.speculative.execution
Aio.sort.mb 100 (300)
Aio.sort.record.percent 5% (15%)
Aio.sort.spill.percent 80% (95 i 100%)

.I. Slmllar for Hlve, Spark, HBase Hadoop Applications

(€ Dominated by rules-of-thumb Network
I Number of containers in parallel:

A0.5 - 2 per CPU core
( Large stack for tuning Hast Operating System
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How do | set my system, too many options!!!

(€ Default values in Apache source not ideal

( Large and spread eco system
i Different distributions

I Product claims Sample mappers and reducer for 3 popular
( Each job is different i T
i No one-fits-all solution ) —
( Cloud vs. On-premise e
i laaS
ATens of different VMs to choose o
i PaaS Wordcount
AHDInsight, CloudBigData, EMR . R\
(€ New economic HW o e e

I SSDs, InfiniBand Networking
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Product claims on performance and TCO

( Eco-system is not transparent

I Needs auditing!
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HP Unleashes the Power of Hadoop

Industry’s first enterprise-ready Hadoop solution

HP achieves No. 1 performance benchmark for Hadoop

Based on results of the industry-standard Apache Hadoop Terasort benchmark, whi
to demonstrate real world big data workloads, the HP Apache Hadoop solution is thd
deliver industry-leading performance for a 10-terabyte (TB) dataset processed in 5,
(approximately 1.5 hours). Built on HP Converged Infrastructure consisting of an 18
ProLiant Generation 8 (Gen8) DL380 cluster and HP Networking, HP solutions prove
times and 2.6 times faster than Oracle and SGI Hadoop offerings, respectively.”

(1) As the first vendor to submit performance results for the 10TB Terasort benchmark, an 18-node cl

ProLiant Gen8 DL380 servers sorted the 10TB data set in 5128 seconds, a rate of 1.99 gigabytes

Cisco UCS Demonstrateé Leading TeraSort
Benchmark Performance

nce Brief

Performa £
August 2013 , August 2013

Figure 1. TeraGen and TeraSort on Cisco UCS CPA for Big Data.
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sorted the 100 gigabyte data set in 55 seconds at a rate of 1.82 gigabytes (GB) per second. On ape

i . |
cisco

IBM Platform Computing

Integrate Hadoop, Spark and born-on-the-cloud apps
on a shared services infrastructure
- Learn More

QOverview Solutions Products Industries '.\
All Cluster Manager HPC LSF MPI Symphony Cloud Service Application Service Controller
6 Apache Hadoop vs. IBM Platform Symphony and Infosphere

X Faster processing Biginsights: see our b gh Hadoop perf

social media workloads

60x Faster raw

scheduler performance

].Ox Fewer CPU

cores used for running a
1007TB Terasort benchmark

IBM has completed several big data benchmarks of significance employing IBM Platform
Symphony and various Hadoop including IBM phere E Platform
Symphony is a distributed computing and big data analytics product widely used in large scale
grid computing environments. 1BM InfoSphere Biginsights brings the power of Hadoop to the
enterprise. Organizations using the two products together get the benefit of a multi-tenant,
heterogeneous application cluster with higher utilization and performance. Using InfoSphere
Biglnsights you can gain new insights from a combination of data sources and overcome the high
costs of converting unstructured data sources to a structured format.

Benchmarks that IBM has run include:

The Terasort benchmark, run on an IBM cloud using IBM InfoSphere Biginsights. In an
unaudited result on a 1,000 Virtual Machine IBM private cloud environment, IBM obtained a
breakthrough Terasort result, sorting 100 terabytes in 10,369 seconds, slightly less than 3 hours.
This bettered a prior world-record result, but required only 10% of the cores used in setting the
previous record.

Comparable performance of the total number of servers used

Yahoo
2009 tast
(Run time:
10,380

27,618

cores

seconds)

IBM Platform
Symphony
est (Run
time: 10,369
seconds)

2,000 10 times fewer cores

o 500 1,000 1,500 3,000 3,500

Number
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BSCO0s project AL-€iéciveBigataar ds cost

(t Benchmarking and Analysis tools

Misgen| : Big Data Online Web
o Benchmarking Repository Analytics

(t Online repository and largest Big Data repository
: T 50,000+ runs of HiBench, TPC-H, and [some] BigBench
http://ﬂ'Oja.bSC.es i Over 100 HW configurations tested

A Of different Node/VM, disks, and networks
A Cloud: Multi-cloud provider including both laaS and PaaS
A On-premise: High-end, HPC, commodity, low-power

( Community
i Collaborations with industry and Academia
i Presented in different conferences and workshops
I Visibility: 47 different countries

B Microsoft (A (i@ Samisk M :

C( Barcafoms rackspace Mellanox spec
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Commands and providers

Provisioning commands Providers
(€ Connect (€ On-premise
i Node and Cluster I Custom settings for clusters
i Builds SSH cmd line A Multiple disk types
A SSH proxies A Different architectures
(€ Deploy (€ Cloud laaS
i Creates a cluster I Azure, OpenStack, Rackspace, AWS
i Sets SSH credentials (testing)
i If created, updates config as needed (€ Cloud PaaS
i If stopped, starts nodes i HDInsight, CloudBigData, EMR soon
(€ Start, Stop
( Delete

(€ Queue jobs to clusters

Center
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C( Suporcomputing Code at: https://github.com/Aloja/aloja/tree/master/aloja-deploy


https://github.com/Aloja/aloja/tree/master/aloja-deploy

Cluster and nodes definitions: multi-provider abstraction

Steps to define a cluster: Azure 8-datanode sample
(€ Import defaults (if any) #load AZURE defaults

I Sets OS, version source "$CONF_DIRcluster_defaults.conf
{ Select provider clusterName ="azure -large -8"

i Azure, RackSpace, AWS, On- numberOfNodes="8"

premi se, vagranté vmSize="Large"

(€ Name the cluster and size attachedvolumes ='3"
« Optional diskSize ="1024" #in GB

I Select VM type

i Attached disks sdetails

i Define metadata vmCores="4"

I And costs VMRAM7"  #in GB
({ Nodes can also be defined #costs

i For Web, share folders, etc. clusterCostHour ="1.584"  #in USD
( You can logically split clusters clusterType ="laaS"

Barcelona
C( anter TP Source sample: https://github.com/Aloja/aloja/blob/master/shell/conf/cluster_al-08.conf
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https://github.com/Aloja/aloja/blob/master/shell/conf/cluster_al-08.conf

2.) ALOJA-WEB Online Repository

(€ Entry point for explore the results collected from
the executions
T Index of executions
A Quick glance of executions
A Searchable, Sortable
T Execution details
A Performance charts and histograms
A Hadoop counters
A Jobs and task details
(€ Data management of benchmark executions
i Data importing from different clusters
T Execution validation
i Data management and backup
(€ Cluster definitions
T Cluster capabilities (resources)
T Cluster costs
(€ Sharing results
T Download executions
I Add external executions
(€ Documentation and References
i Papers, links, and feature documentation
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Available at

- http://aloja.bsc.es/
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http://aloja.bsc.es/

Comparing 3 runs on same cluster, different configs:

Mappers and reducers, 48-node cluster

400s, 2 containers, Local disk

800s, 3 containers, Local disk

600s, 2 containers, Remote disk
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C( Supomr:.puﬂng URL: http://aloja.bsc.es/perfcharts?execs%5B%5D=90086&execs%5B%5D=90088&execs%5B%5D=90104


http://aloja.bsc.es/perfcharts?execs[]=90086&execs[]=90088&execs[]=90104
http://aloja.bsc.es/perfcharts?execs[]=90086&execs[]=90088&execs[]=90104

