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Hadoop

ï> 100+ tunable parameters

ïobscure and interrelated

Åmapred.map/reduce.tasks.speculative.execution

Åio.sort.mb 100 (300)

Åio.sort.record.percent 5% (15%)

Åio.sort.spill.percent 80% (95 ï100%)

ïSimilar for Hive, Spark, HBase

Dominated by rules-of-thumb

ïNumber of containers in parallel:

Å0.5 - 2 per CPU core

Large stack for tuning

Setting up your Big Data system

Image source: Intel® Distribution for Apache Hadoop



Default values in Apache source not ideal

Large and spread eco system
ïDifferent distributions

ïProduct claims

Each job is different
ïNo one-fits-all solution

Cloud vs. On-premise
ïIaaS

ÅTens of different VMs to choose
ïPaaS

ÅHDInsight, CloudBigData, EMR

New economic HW
ïSSDs, InfiniBand Networking

How do I set my system, too many options!!!

Terasort

K-means

Wordcount

Sample mappers and reducer for 3 popular 

benchmarks:



Eco-system is not transparent

ïNeeds auditing!

Product claims on performance and TCO



BSCôs project ALOJA: towards cost-effective Big Data

Benchmarking and Analysis tools

Online repository and largest Big Data repository
ï 50,000+ runs of HiBench, TPC-H, and [some] BigBench

ï Over 100 HW configurations tested
Å Of  different Node/VM, disks, and networks

Å Cloud: Multi-cloud provider including both IaaS and PaaS

Å On-premise: High-end, HPC, commodity, low-power

Community 
ï Collaborations with industry and Academia

ï Presented in different conferences and workshops 

ï Visibility: 47 different countries

http://aloja.bsc.es

Big Data 
Benchmarking

Online 
Repository

Web 

Analytics



Commands and providers

Provisioning commands

Connect

ïNode and Cluster

ïBuilds SSH cmd line

ÅSSH proxies 

Deploy

ïCreates a cluster

ïSets SSH credentials

ï If created, updates config as needed

ï If stopped, starts nodes

Start, Stop

Delete

Queue jobs to clusters

Providers

On-premise

ïCustom settings for clusters

ÅMultiple disk types

ÅDifferent architectures

Cloud IaaS

ïAzure, OpenStack, Rackspace, AWS 

(testing)

Cloud PaaS

ïHDInsight, CloudBigData, EMR soon

Code at: https://github.com/Aloja/aloja/tree/master/aloja-deploy

https://github.com/Aloja/aloja/tree/master/aloja-deploy


Cluster and nodes definitions: multi-provider abstraction

Steps to define a cluster:

Import defaults (if any)
ï Sets OS, version

Select provider
ï Azure, RackSpace, AWS, On-
premise, vagranté

Name the cluster and size

Optional
ï Select VM type

ï Attached disks

ï Define metadata

ï And costs 

Nodes can also be defined
ï For Web, share folders, etc.

You can logically split clusters

Azure 8-datanode sample

#load AZURE defaults

source " $CONF_DIR/ cluster_defaults.conf "

clusterName ="azure - large - 8"

numberOfNodes="8"

vmSize="Large"

attachedVolumes ="3"

diskSize ="1024" #in GB

#details

vmCores="4"

vmRAM="7" #in GB

#costs

clusterCostHour ="1.584" #in USD

clusterType =" IaaS"

Source sample: https://github.com/Aloja/aloja/blob/master/shell/conf/cluster_al-08.conf

https://github.com/Aloja/aloja/blob/master/shell/conf/cluster_al-08.conf
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Entry point for  explore the results collected from 
the executions
ï Index of executions

ÅQuick glance of executions

ÅSearchable, Sortable
ï Execution details

ÅPerformance charts and histograms

ÅHadoop counters

ÅJobs and task details

Data management of benchmark executions
ï Data importing from different clusters

ï Execution validation

ï Data management and backup 

Cluster definitions 
ï Cluster capabilities (resources)

ï Cluster costs

Sharing results
ï Download executions

ï Add external executions

Documentation and References
ï Papers, links, and feature documentation

2.) ALOJA-WEB Online Repository

Available at:  http://aloja.bsc.es/

http://aloja.bsc.es/


Comparing 3 runs on same cluster, different configs:

Mappers and reducers, 48-node cluster

URL: http://aloja.bsc.es/perfcharts?execs%5B%5D=90086&execs%5B%5D=90088&execs%5B%5D=90104

400s, 2 containers, Local disk

800s, 3 containers, Local disk 

600s, 2 containers, Remote disk

http://aloja.bsc.es/perfcharts?execs[]=90086&execs[]=90088&execs[]=90104
http://aloja.bsc.es/perfcharts?execs[]=90086&execs[]=90088&execs[]=90104

